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1. INTRODUCTION

In our daily life, we oftenencounter situations where we
shall not always need the exact and detailed information to
execute the intended behavior, For instance, let us suppose
the case where a person asks the way in a strange place. For
example, he will receive such an instruction as: ''go straight
on this way and turn right at the signal, then you could
find the spot after about a few minutes walk.'" Then he could
get to the spot without trouble, if the instruction is true.
However, if we want to make a machine execute such an in-
struction as mentioned above, just then we shall find it
difficult to do.

In the real world, as a matter of fact, many ill-defined
and inexact instructions, that is, the so-called fuzzy
instructions exist which we want to translate and execute by
a machine. Therefore, the execution of fuzzy instructions
using a machine is of much interest and very useful in a wide
variety of problems relating to pattern recognition, control,
artificial intelligence, linguistics, information retrieval
and decision processes involved in psychological, economical
and social fields.

in this paper, a generalized automaton is proposed as
an abstract model for a fuzzy machine which can translate
and execute fuzzy programs and several methods which trans-

late a given sequence of fuzzy instructions into another
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sequence of precise instructions called a machine program
are also discussed.

In addition, the practical application is presented in
a few interesting examples to demonstrate the usefulness of

the foregoing proposal.

2. GENERALIZED FUZZY MACHINES

A finite-state automaton has been taken up as a fuzzy
machine model which executes a fuzzy program by S. K. Chang
[1].

Here formulated is an extended fuzzy machine based on
a generalized automaton and a few procedures for execution
of fuzzy programs are also presented.

Definition 1. A generalized machine M is a system

given by
M= (k,X,\p,xo,T,V) (1)

where (i) K is a finite set of machine instructions.
(ii) X is a finite set of internal states.

(iii) v is a function such that
P: X x Kx X~>V (2)

and is called a state transition function.

The value of ¥, ¥(x,x') € V, designates a weight
value controlling the transition from a state x

to a new state x' for a given machine instruction

u-

(iv) Xq is an initial state in X.

(v) T is a finite set of final states and is a subset
of X.

(vi) V is a space of weight (or grade) controlling the

state transition.
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In the present paper an ''L-fuzzy automaton'' with the
weight space defined in the lattice ordered semigroup is
considered as a general machine. Several machines are also
derived from L-fuzzy automata as their specific examples
(2], [é].

Let us now define V = (L,v,*,0,I) in a lattice ordered
semigroup L. where v and * denote a least upper bound in L
and an operation of semigroup, respectively; and 0 and |
denote zero (least element) and identity (greatest element),
respectively. Then the state transition of L-fuzzy automata
can be formulated as follows. For a given string of machine
instructions ﬁ = u]uz"-un in K* where K* denotes a set of
all finite strings over K, the state transition function at
each step of the machine instruction will be w(xo, Uy x]),
w(x], My xz),...,w(xn_l, o xn). Then the state of the L-
fuzzy automaton is said to transit from X through X one by
one by the string of machine instruction u and the weight
(or grade) corresponding to this state transition is simply

given by
w(XO’ 11’], X])*IP(X], uzy xz)*'..*w(xn_ls ]-lng xﬂ) (3)

Thus the domain X x K x X of the state transition
function ¥ will be extended to X x K* x X and the weight
(or grade) of the state transition for any input string o=

MMy ou € K* can be given recursively as

I for X = x'
vix, e, x') = (&)
0 for x# x'
Pix, 1, x') = v [w(x, uy %) h(xy, Wy, o)
XpaXgseensXo 3
e w1y, x')] (5)

where e denotes a null string.
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For the following algebraic structure of V, various
types of automata can be derived as specific cases of
L-fuzzy automata.

(i) For v = ([0,1], max, min, 0, 1), fuzzy automata
can be obtained.

(ii) For Vv = ({0,1}, max, min, 0, 1), nondeterministic
automata can be obtained.

(iii) For Vv = ({0,1}, max, min, 0, 1), deterministic
automata can be obtained under the constraint as
follows: there exists x' uniquely such that

Y(x, u, x') = 1 for each pair of x and yu.

(iv) For v = ([0,1], +, x, O, 1), probabilistic
automata can be obtained under the constraint such

that I (x, y, x') =1.
x'eX

Definition 2. A generalized fuzzy machine is a system

M= (2, M, W) (6)

where (i) I is a finite set of fuzzy instructions and each

g,:

fuzzy instruction Gi is a function such that

i X x K> W ‘ (7)

(ii) M is a generalized automaton defined by
Definition 1.

(iii) W is a space of weight (or grade) with respect
to the selection of a machine instruction ui. The

value of oi(xi, ui) € W designates the weight (or

grade) of selecting the machine instruction U, when a

generalized fuzzy machine M associated with a general-
ized automaton M in the state of Xs has received a

fuzzy instruction ;-
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2.1. Fuzzy Machines Derived From Deterministic Automata

This is the case where a deterministic automaton is
chosen as an example of generalized machine M.
(a) For W= [0,1], a fuzzy-deterministic machine similar

to that of S. K. Chang can be derived, where
Ui(xi’ Ui) = min[f(xi’ Oi’ ui)! A(xiy Ui’ Ui)]

shows the grade of selecting the machine instruction Uy
when the machine M is in the state of X; and receives the
fuzzy instruction a,- Here note that f(*) and A(+) in the
above equation represent the feasibility function and the
performance function, respectively [1].

(b) For W= [0,1], a probabilistic-deterministic machine
can be derived under the condition that

) ci("i’ “i) = 1 for every 0; ¢ z and x; € X.

¥y

This condition shows that a machine instruction U, is
selected in a probabilistic way when the machine is in the
state of X and receives a fuzzy instruction of ;.

(¢) For W = {0,1} can be obtained a nondeterministic-
deterministic machine, where Ui(xi’ ui) =1 or Gi(xi’ ui) =
0.

The equation of oi(xi, ui) = 1 shows that a machine
instruction Uy is selected in a nondeterministic way when
the machine is in the state Xq and receives a fuzzy instruc-

tion Gi.

2.2. Another Type of Fuzzy Machines Derived From Various
Classes of Automata

A variety of generalized fuzzy machines will be derived

from various classes of automata.
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For W= [0,1] and V = [0,1] can be exemplified the
generalized fuzzy machines enumerated as below.
Fuzzy-fuzzy machine; Fuzzy-probabilistic machine;
Fuzzy-nondeterministic machine; Fuzzy-deterministic
machine; Probabilistic-fuzzy machine; Probabilistic-
probabilistic machine; Probabilistic-nondeterministic
machine; Probabilistic-deterministic machine;
Nondeterministic-fuzzy machine; Nondeterministic-
probabilistic machine; Nondeterministic-nondeterministic
machine; Nondeterministic-deterministic machine
Note: The fuzzy machine defined by S. K. Chang is equivalent
to a fuzzy-deterministic machine and that of Jakubowski [3]
is equivalent to a fuzzy-nondeterministic machine.
Definition 3. A sequence of fuzzy instructions of
], 02,...,0 € ¥ is called an elementary fuzzy program
o= 00y -+ O € T* and a fuzzy program is a regular ex-
pression over Z If every machine instruction , is feasible
with respect to the every situation of the machine M and
the state of the machine will transit successively from Xy

through X that is, if

dl (XO: u]) = W] w(xos U], x]) = V'I
(8)
0, (xps Hy) = wy Ylxps My Xp) =V

O'n(Xn_‘, 'Lln) =W w(xn_]s un9 xn) =

n

then the fuzzy program G is sald to be executable with
respect to the fuzzy machine M and the machine program u is
said to be an execution of the fuzzy program g. This state-

ment will be represented in the form as

xo(cl ’ u‘)i!.(oza uZ)iz_ xn_] (On: Un)irl (9)
W.I V‘ W2 V2 : Wn Vn
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Definition 4. Let the weight (w,v) be defined by

(w,v) = (w] TWy T e T W,V *vz LN vn) (10)

where the marks « and * denote the operation on the weight
space W and V, respectively. Then the fuzzy program o is
said to be executable with the weight (w,v) if (w,v) > (0,0).
Example 1: Let the operation * on W = [0,1] be min (A)
and the operation * on V = {0,1} be min or x(product). Then
the generalized fuzzy machine will be a fuzzy-nondetermin-
istic machine described previously and the corresponding

weight (w,v) is given by
(w,v) = (w]/\ w, A .../\wn, 1,

when the fuzzy program o is feasible. The 1 on the right
side of the above expression means that w(xo, Uy xl) =
w(x], Hys Xy )= ... = w(xn_], M xn) = 1.

Example 2: Let the operation * on W = [0,1] be min and
the operation * on V = [0,1] be x(product). Then the gener-
alized fuzzy machine will be a fuzzy-probabilistic machine

and the corresponding weight (w,v) is given by

(w,v) = (WIA wz/\.../\ W, V)X V) X Ll xvn).

3. EXECUTION PROCEDURE OF FUZZY PROGRAMS

As one particular way of executing fuzzy programs using
a finite state machine, Chang has given the way called
simple execution procedure which selects the machine instruc-
tion M with the highest grade w, = o(xi“], ui) with respect
to the fuzzy instruction o, at each step i.

In this paper discussed is a more general way of exe-
cuting fuzzy programs by making use of the generalized fuzzy
machine described previously. The reason why the machine is

to be given with such a generality as mentioned above with
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regard to not only the selection of the machine instruction,
but also the mode of state transition will be easily approved
in the following example. Suppose that a person has received
such a fuzzy instruction as, for instance, ""come to the
school at about 9:30 a.m.'. Then he will make up his mind
to come to the school just on 9:20 a.m. This corresponds to
the selection of a machine instruction. In fact, however, he
will not be able to come to the school just on 9:20 a.m. as
usual, but his arrival will shift slightly from 9:20 a.m.
This may be interpreted as corresponding to the state transi-
tion. Thus, the generality of the state transition given
to the machine will enlarge the executability of the fuzzy
programs.

Furthermore, in such a case where the state aimed at
(for instance, arrival to the destination, in the example of
simulation of human drivers) can not be attained, there will
be needed to alter the way of selecting either the machine
instruction or the state transition. That is to say, if a
fuzzy instruction is received by the machine in any state,
the machine instruction will be selected in a certain way
and the state of the machine will change according to a cer-
tain manner. Then, if the state after the transition is not
equivalent to the state aimed at, the successive transition
will occur step by step according to the same manner as above
until the attainment of the state aimed at. In this case, if
the successive state will not be available, the machine in-
struction is updated and the same procedure is repeated for
the same fuzzy instruction. |f there is no machine instruc-
tion available for the given fuzzy instruction, a back-
tracking procedure will be introduced. That is to say, the
available machine instruction must be selected to the fuzzy

instruction of one step prior to the last one and the desired
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state must be searched according to the same procedure
described above.

The following Figure 1 shows the flow chart of the above
mentioned procedure for execution of an elementary fuzzy
program 0 = 0,0

g 199
machine M given by Equation (6). The way of selecting the

o, by making use of a generalized fuzzy

machine instruction and that of transition of the state,
which is labeled as (:) and (:) in Figure 1, respectively,
will differ depending on the class of a generalized machine

chosen. Then Tet us now explain that in detail.

3.1 Selection of Machine Instruction

~

(a) In case of fuzzy selection, the machine M selects

the machine instruction u € K(i, x(i-1)) with the highest
grade at each step of the fuzzy instruction o, such that

o, (x(i=1),1) 2 o, (x(i-1), u') (1)
for all other u' in K.

(b) In case of probabilistic selection, the machine M

selects the machine instruction u € K(i, x(i=1)) with the
probability p at each step of the fuzzy instruction 9; in
proportion to the fuzzy grade ci(x(i-l),u) such that

di (X(i'l):U)
p= 20, (x(1=1),1")
u'ek(i, x(i-1))

(12)

(c) In case of nondeterministic selection, the machine

instruction U is chosen in K(i, x(i-1)) in a nondeterministic

manner.

3.2 State Transition

(a) In case of fuzzy transition, the state of the

machine transits from x(i-1) to x such that
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Pplx(i=1), u(i), x) > px(i-1), n(i), x") (13)
for all other x' ¢ X(i, x(i-1), u(i)).

(b) In case of probabilistic transition, the state of

the machine transits to x from x(i-1) with the probability p,

where

= PUx(i-1),u(i), x)
P 5 fMxril-ll)', u>(<i). x)" (1h)
x'ex(i, x(i-1), u(i))

(c) In case of nondeterministic transition, the state of

the machine transits from x(i-1) to x(i) in X(i, x(i-1), u(i))
in a nondeterministic way.

(d) In case of deterministic transition, the state

available for the machine is uniquely determined depending

on the property of its state transition function y.

L, SIMULATION OF HUMAN DRIVER'S BEHAVIOR

A simulation was conducted so as to experiment the pro-
cedures for executing a fuzzy program by the use of either a
fuzzy-deterministic machine or a probabilistic~-deterministic
machine.

Let the fuzzy instructions for a driver by the following
five kinds:

(i) UQO(L): Go about L meters, (ii) op: Turn right,

(iii) o Turn left, (iv) cgoz Go straight, (15)

(v) Ot} Until n,

Preceding to the execution of these fuzzy instructions,
each of them has to be rewritten as a sequence of the fol-

lowing three kinds of quasi- fuzzy instructions, i.e.,

Figure 1 Flow Chart TLRustrating Execution Procedwre of
Fuzzy Progham
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(i) Ogo' Go ahead one step, (ii) Op: Turn right,

(111) o = Turn left, (16)
by making use of the three methods of MAX-method, PROB-method
and *-method for rewriting. The quasi-fuzzy instructions
thus obtained are then interpreted by the MAX-method into the
eight kinds of machine instructions which are composed of the
elementary movements given by the eight directions.

4L.1. Fuzzy Instructions, Quasi-fuzzy Instructions, and
Quasi-internal States

A computer experiment was made to simulate the behavior
of a driver who is directed the way by a sequence of fuzzy
instructions. The initial position (the coordinates and the
direction) is given and a typical set of fuzzy driving in-
structions and a set of quasi-fuzzy instructions are shown
respectively by (15) and (16) mentioned previously.

Assuming the quasi-fuzzy instructions just as the
machine instructions, the execution procedure discussed in
the Section 3 can now be available to rewrite the fuzzy in-
structions into a sequence of the quasi-fuzzy instructions.

The internal state of a fuzzy machine is given as a pair
of the coordinate and the direction with respect to each
position of the driver on a digitized map shown in Figure 7.
However, let us now introduce the notion of a quasi-internal
state so as to reduce the number of the internal states. The
roads on the map are classified according to the shape of the
node and the branch, and the quasi-internal state of the
fuzzy machine is designated as a pair of the shape of the
node or the branch on the map and the direction of the driver
as shown in Figure 4.

Then let us compose an evaluation table for selecting a

machine instruction at each step of the quasi-fuzzy
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instruction and the quasi-internal state as follows. Let

the machine instructions be assigned by the following eight
instructions of uj's(j=l,2,...,8) where M denotes the in-
struction with respect to the j-th direction in Figure 7. |If
the evaluation value ®(B,s) defined below is given for
selecting a machine instruction, the evaluation table can be
made for a given pair (B,s) of a quasi-fuzzy instruction B
and a quasi internal-state s as shown in Figure 4.

0, if there is no machine instruction
available.

o(B,s) =
i, if M is available. (17)

ix10+j, if W, is more available than uj.

where the last equation means that the grade of selecting
the machine instruction M is higher than that of selecting
H. when the fuzzy machine is in the quasi-internal state s,
i.e., B(s, u;) > B(s, uJ.).

4,2. Execution Procedures of Fuzzy Instructions

There are two cases of giving fuzzy instructions, that
is, (a) the case where fuzzy instructions are given step by
step, and (b) the case where a sequence of fuzzy instructions
is given a priori. A practical example of (a) is supposed
to be the case where a fellow passenger gives the fuzzy in-
struction step by step to the driver who has to memorize all
the past fuzzy instructions given at each step as well as the
past fuzzy instructions given at each step as well as the
present one and has to judge and behave by himself. On the
other hand, the case of (b) will be illustrated by such an
example that the driver is given a note showing a route and
he can know the state of the route beforehand.

Let us consider the execution procedure of, for instance,

a fuzzy instruction as "Go about L meters'' given in the
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expression (15). The idea of "'about L meters'' may be dealt
with the concept of a fuzzy set and it will be characterized
by a membership function as shown in Figure 2. The mode of
selection of the distance for a fuzzy instruction named '‘Go
about L meters'' willbe specified by the following three types.
(:) Type 1 where a threshold a is set and the distance
with the highest grade of membership among all the dis-
tances whose grades of membership are larger than o is
selected.
(:) Type 2 where the distance is selected with the pro-
bability proportional to the grade of membership which

is larger than a specified threshold a.

(:) Type 3 where any distance whose grade of membership
is larger than a specific threshold a is permissible.

Here let the fuzzy instruction be given in the same way
as in the case of (a) mentioned previously, and let us dis-
cuss in more detail on the execution procedures for this case.

[a-1] MAX-Method

A set of fuzzy instructions named '"Go about L meters''
can be specified by the membership function. Here, setting
a threshold ol > o > 0), the membership function w(l) is
truncated ata point 1 where w(n) = a and at another point
n' where w(n') = o as shown in Figure 2.

The driver goes ahead n meters without condition. Upon
arriving at £ = n he selects the distance with the highest
grade of membership in the interval [n,n']. If it is not
available, the distance with the second highest grade is
selected. Such a method is designated MAX-Method and N is

named a 'Lowest Bound.'"

[a-2] PROB-Method
The fuzzy instruction is chosen with a probability p(%)
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which is proportional to the grade of membership w(f) in the
interval [n,n']. This method is called PROB-Method.

[a~3] *-Method

The drivers goes ahead step by step to the point where
the next instruction will be executable. This is named *-Me-
thod and is a specific type of 3 mentioned previously.
w(l)

Figute 2 Membership
Function w(L) for a
Set of Fuzzy Instrue-
tions named "Go about

m L Metens"
. I

]
|
|
|
I
]

|
|
|
|
|
[l
L2
n

:P—‘
n\(

]
)
|
l
]
|
!
L nt

In the next section, we shall present an example of simu-
lation of human drivers to whom the driving instructions are

given step by step as in the case of (a).

4.3 Simulation of Human Driver's Behavior Directed by Fuzzy
Instructions

In our example, the map is digitized as shown in Fig. 7,
where the unit scale of the coordinates is equal to 10 meters,
the direction allowable to the driver is quantized in the
eight directions and the symbols on the map are illustrated in
Fig. 3. The initial position is given by a triplet (x, y; d),
where (x, y) is the coordinates of the initial position of the
driver and d indicates the direction of the driver.

The procedure to rewrite a fuzzy instruction into a quasi-

fuzzy Instruction is as follows.
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(i) "Go about L meters' Ggo(L)

The fuzzy instruction cgo(L) is divided into two instrut-

. n Y-n n .
tions such as cgo(L) and %90 (L), where Ugo (L) is the in
struction such that the driver goes on until the lowest bound
n meters and UgoY_n(L) is the instruction such that the dri-
ver goes Y - n meters.* Here note that Ggon(L) is executed
by the n times of quasi-fuzzy instruction o__ named ''Go ahead

Yen, \ . g
one step'', Ogo (L) is executed by the Y - n times of o o’
and Y is determined by making use of one of the MAX-Method,
PROB-Method and #*-Method.
Hereupon the membership function for the set named ''Go

about L meters' is given by the following equation (18),

g) = ! (18)
=
where a = kL (1 > k > 0), (19)

k may seem to denote a ''Parameter Representing Distance-Sense'
in the meaning that the driver is said to be sensitive to dis-
tance when k is small.

(it) "Turn right" o
(ii1) "Turn left" o

Or and o_ are both found also in the quasi-fuzzy instruc-

R

tions defined already.
(iv) "Go straight' ogo*

cgo* can be assumed to be the succession of the quasi-
fuzzy instruction cgo named ""Go ahead one step'' until the next
State-testing Fuzzy Instruction such as op, 0 and g{~} in our
case will be executable.
(v) “until A" of~}

This fuzzy instruction is rather regarded as a state-

* In our experiment, one step is made equal to one meter.
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testing instruction and does not need to be converted into a

quasi-fuzzy instruction. The interpretation of this instruc-

tion is to examine whether the present location of the driver
is coincldent with the destination or not by comparing the
present coordinate with that of the destination stored in the

machine. Fig. 3 shows a table of the destination to be stored

in the machine.

#ommemeae kx® SYMBOLS ON THE MAP ##x ====----+

CROSSIHG

HALT POINT + )
) PASSED POINT

)}

( 1

STARTING POINT «pP 1
OBJECT POINT I
RE / RELTAURANT I
SC 7 SCHOGL 1
1

I

+

GS / GAS STATION

I
I
1
I
I
1
; MP / PARKING LOT
*

- - e T g - - - T Y D G W WS e e 4SS

Destination Coordinates

Traffic Signal |(20,05),(40,12),
(20,35),(50,35)

Restaurant (50,07), (40,09),
(40,15)

Gas Station
Parking Lot

(31,12),(50,29)
(20,20),(50,25)

Bank (43,24),(35,40)»
(45,40)
School (10,05),(50,55)

Figure 3 The SymboLs and the Coondinates

0§ Destinations on the Map
Thus the five kinds of fuzzy instructions are converted
into a sequence of the three kinds of quasi-fuzzy instructions
in (16).
Then the machine instruction ui(i=l,2,...,8) which is
really executable in the machine is selected by reference to

the evaluation value ®(B, s) accompanied with the pair of the
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present quasi-fuzzy instruction B and the quasi-internal state
s depending on the present position of the driver. The fol-
lowing Fig. 4 gives such an evaluation table where the inte-
ger of two figures shows that the machine instruction indi-
cated by the second order figure is more preferable than that
in the first order, and the integer of only one figure shows
that the machine Instruction indicated by that figure can be
executable.

After all, summarizing the above argument, the execution
procedure for a simulation of human driver's behavior direc-
ted by fuzzy instruction is illustrated by the flow chart
shown in Fig. 5.

4.4 Computer Simulation Example for Human Driver's Behavior

Let such a sequence of fuzzy instructions as shown in
Fig. 6 be given to a driver. This instruction means that (i)
the driver starts from the point (50, 55), (ii) turns left
at the branch point of y = 31, (iii) stops in the bank at
(43, 24), (iv) turns right at the crossing of (40, 21),

(v) drops in the restaurant at (40,15), (vi) and then goes on
until the school at (10, 5) after turning left at the three-
fork of (4O, 5).

The computer simulation executed by the respective method
of MAX-, PROB- and *-Method for the sequence of fuzzy instruc=-
tions given above is exemplified in Figures 7, 8, and 9.

As can be seen from Figures 7, 8, and 9, the MAX-Method
is most efficient to get to the destination, while the PROB-
Method causes the driver to loiter around the same point and
the *-Method lets him try such points as seem not to be con=
cerned.

Such relative qualities of the three methods as mentioned
above are supposed to be true from some results of simulation

conducted with respect to some different kind of sequences of
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Quasi-interval Quasi-fuzzy Instruction B [|Ouasi-interval Quasi-fuzzy Instruction B
State s cgo GR OL State s Ggo OR cL
ey 01 0 0 - 01 07 0
1 13 ]
s 05 0 0 A 0 oL 05
—y 02 0 0 ]e—- 05 0 07
2
% 06 0 0 N 07 05 01
, it 03 0 0 —T{ 0 07 03
i 07 0 0 ——4 03 0 05
~= 04 0 0 Wl =y 05 03 07
4
R 08 0 0 —l 07 05 0
S —5 01 \*T 34 0 04
= 0 0 0 AN 43 03 07
} 03 0 0 ) 01 04 0
6
v 0 0 0 S 07 07 03
— 05 0 0 AN 18 08 0
7
- 0 0 0 '\; 05 o1 05
m 0 0 0 ] =X 05 0 08
8
Il 07 0 0 N 81 05 01
=3 0 07 0 —, o1 07 03
_TT 0 0 05 —+T‘_ 03 o1 05
9
] 05 0 07 ey —L—_ 05 03 07
1 07 05 0 _P'— 07 05 o1
|— 01 0 03 \{l 34 08 04
t 03 01 0 \N 43 03 07
10 L 18 *
|— 0 03 0 \{{ 78 04 08
U,_ 0 0 oL \ky 87 07 03
(/‘ 02 07 0 /|»—__, o1 76 03
(1\ 02 0 0 ;y{— 13 71 03
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Figure 4 Example of Evaluation TablLe in the Simulation
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fuzzy instructions and various values of parameter represen-

ting distance-sense.

5. SIMULATION OF CHARACTER GENERATION

Let us now consider the process that a child starts to
learn how to write characters and he will be good at writing.
At the beginning, he is taught to write characters by his
parents or his teachers. As is usual with this case, the
teacher will teach him how to write a character in a rough
way without measuring length, inclination and other features
of strokes in the character or will set him a copy of a cor-
rect character. The above statement may seem to show that a
child learns how to write a character based on a kind of rough
rather than complete and correct informations about the char-
acter.

Thus a child writes a character following the instruc-
tions of his teacher, and then his teacher lets him correct
the character by giving such ambiguous instructions as ''make
here a 1ittle shorter", "write round a little' and so on.
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Through repeated practice in this manner, the child will grad-
ually become to be able to write the characters in a correct
way.

In this chapter, we shall conduct a computer simulation
of the process of human learning stated above by making use of
the concept of fuzzy program and learning algorithm. Let us

provide the four kinds of fuzzy instruction as follows.
(i) Start (to write) from a point nearby (x, v).

(i) Turn by about p degrees.

(iii) Draw about k steps.

(iv) 1f the end point is not close to (x', y")

then do '"Back-up''.

Then let us adopt the following three types of procedure for
executing a fuzzy program composed of the fuzzy instructions
given above.

(1) MAX-Method,

(11) PROB-Method with Simple Modification, (21)

(111) PROB-Method with Reinforced Modification.

5.1 Execution Procedures of Fuzzy Instructions

The execution procedure of a fuzzy program for generating
a character will be similar in general to that in a simula-
tion of human driver. However, there exists a slight dis-
crepancy that fuzzy instructions in this case are converted
directly into machine instructions while those in a simula-
tion of human drivers are translated into machine instructions
after converting once into quasi-fuzzy instructions.

As a matter of fact, in the latter case there exist some

constraints that the driver has to go ahead step by step

Figwe 7 Trail of Driver on Map Simulated by MAX-Method
Figure 8 Trail of Driver on Map Simulated by PROB-Method
Figure 9 Trail of Driver on Map Simulated by *-Method
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looking up the destination on the map and that he can not
start to walk from quite a different point from the present
location, but he must go on the road consequtively without
skip. On the other hand, in the former case there is no con-
straint excepting the space limit for writing a character and
also there is no necessity for drawing a line step by step.
Therefore, in a simulation of human driver, if there is a fuz-
zy instruction which is not executable, the driver is forced
to turn back to that previous to the present fuzzy instruction,
while in a generation of a character there is no such a con-
straint but the interpretation may proceed from any instruc-
tion which is not always previous to the present instruction.
This matter may seem to correspond to the fact that if there
is an incorrect portion in a character, we can erase that por-

tion and rewrite it in a correct way.
The mode to select the machine instruction is specified

as follows in the same way as in the simulation of human
drivers, that is,

(a) MAX-Method

(b) PROB-Method

(c) Non-deterministic Method.

In case where a fuzzy instruction is not executable, the

following Back-up procedures are provided.

(1) Turn back to the fuzzy instruction previous to the
present one.

(2) Turn back to the fuzzy instruction corresponding to
the machine instruction with the lowest grade of
membership in a series of machine Instructions se-
lected consequtively up to now.

. (3) The "Back-up" procedure is the same as (2). How~
ever, as for the selection of the machine instruc-

tion corresponding to the fuzzy instruction to which
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"Back-up'' was done, the machine instruction with
the higher grade of membership than before is to be
selected, though in (2) the selection is made with-
out constraint as above.
Procedure (1) is the same as used in a simulation of human
driver. Procedure (2) is available to the case where correc-
tion is made from the worst portion in a character written.
And procedure (3) is used in the case where we try to re-
write better than before.
By combining the selection mode of machine instructions

with the "Back-up'' methods, there can be obtained a variety
of execution procedures of a fuzzy program. For instance,

combining the MAX-Method (a) with the Back-up Method (1), we
can obtain the MAX-Method in Equation (22) and also, com-
bining the PROB-Method (b) with the Back-up Method (1), we
can obtain the PROB-Method as discussed in the previous chap-
ter.

In this chapter, as is shown in Equation (21), let us use
the MAX-Method, PROB-Method with Simple Modification which is
a combination of (b) and (2), and PROB-Method with Reinforced
Modification which is a combination of (b) and (3).

5.2 Simulation of Character Generation

A sypical set of fuzzy instructions for generating, for
example, a character "A" is given in Fig. 10. The meaning of
this sequence is illustrated in Fig. 11, where the mark of
wavy underline “5” shows that X is approximate to x and the
degree of an angle measured anti-clockwise is positive and
that measured clockwise is negative. And also the instruc-
tion named "TURN BY" indicates to turn by p degrees from the

present direction.
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z
o)

FUZZY INSTRUCTIONS

START FROM A POINT NEAKBY (0+75).

TURN BY AROUT (150) DEGREES.

DRAw ABOUT (200) STEPS.

START FROM A POINT NFAKRY (=5475).

TURN BBY AROUT ¢ 60) DEGREES.

DRAwW ABQUT (190) STEPS.

START FROM A POINT NEAKBY (=50,-10).

TURN BY AROUT (¢ 60) DEOGREFS.

DRAW ABROUT ( 90) STEPS.

éEDTHE PCINT IS NOT CLUSE TO (45,=10) THEN BACK UP.

Figure 10 Fuzzy Instructions for Generation of "A"

POOU®D~NOVELN

e g

——h -

200 STEP 190 STEPS

Figure 11 Example TLLustrating the
Meaning of Fuzzy Instructions

Plotted is in Figs, 12, 13, and 14, respectively, an ex-
ample of simulation for generating a character, say, ""A" by
making use of the three types of execution procedures of fuz-
zy instructions shown in Equation (21). The only one condi-
tional statement among the fuzzy instructions for generation
of a character "A" is No. 10 in Fig. 10. If this condition is
not satisfied, then '"Back-up' is to be conducted. From Figs.
12, 13, and 14 we can see how ''Back-up” is conducted in the
respective method.

As is suggested from those figures, the execution of fuz-

zy programs employing the MAX-Method does not consume much
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PRAGRAM BT

Figure 12 MAX-Method

Figure 13 PROB-Method with Simple Modification
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Figure 14 PROB-Method with Reinforced Modification

time in general if the parameters in the fuzzy instructions

are correct. The reason is as follows. There is no contraint
in the case of character generation unlike the case of simula-
tion of driver's behavior where the driver is subject to some
restriction depending on the road and others. Therefore the
machine instructions selected in this case are equivalent to
such parameters as coordinate, angle, number of steps and so
on in the fuzzy instruction. On the other hand, the MAX-Method
is not adequate to generation of characters in a free way.
Form the fact that human does not always write the completely
same character, this method may be said to be not so much
suitable for character generation.

The PROB-Method with Simple Modification will be able to
generate characters most freely. However, it consumes much
time to execute fuzzy programs, because there is a possibility
to select the machine instruction with a lower grade of mem-
bership than the previous one when the ''Back-up' is conducted.

Finally, the PROB-Method with Reinforced Modification may

seem to be the best one comparing with the other two methods
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stated above. In fact, this method does not consume so much
time to execute fuzzy programs and besides can generate char-
acters fairly freely, because the machine instruction with a
higher grade of membership than the previous one is to be se-
lected compulsory when a ''Back-up' occurred.

5.3 Character Generation with Learning Process

Incorrect portions of a character generated by a fuzzy
program will usually be corrected also by ''fuzzy correcting
instructions.'! If there remain still incorrect portions in
the character thus corrected, the same procedure will be re-
peated again and again. In this case, however, it should be
suggested that the fuzzy program will be able to generate the
more correct character faster than usual through a learning
process which is encountered always in human study of writing.

5.3.1 Fuzzy Instruction for Correction & Learning
Algorithm

Let the fuzzy instructions for correcting bad portions of

a character be composed of the following instructions (a) -
(h) and the following adjectives (i) - (k).

(a) LONG, (b) SHORT, (c) ANTICLOCKWISE, (d) CLOCKWISE,

(e) RIGHT, (f) LEFT, (g) UP, (h) DOWN

(i) VERY, (j) LITTLE, (k) MUCH

The learning algorithm used in this simulation is a
linear reinforcement rule given by Equation (22).

wn+l(x) = Awn(x) + (1 - X)xn (22)
where wo denotes the grade of a parameter x at the n-th learn-
ing stage which is involved in the membership function speci-
fying a fuzzy instruction and 0 < A < 1.

1, if x is adequate,

0, if x is not adequate,

that is, if the parameter x (such as, say, a stroke length or
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a stroke inclination, etc) modified by fuzzy correcting in-
structions is assumed to be adequate by the teacher, Xn =1
and if it is assumed to be not adequate, X, = 0.

In practice, bad portions of a character displayed on a
graphic unit are corrected by fuzzy correcting instructions
through a light pen as shown in Fig. 16. After cleaning out
all of bad portions, the character thus corrected Is displayed
again and the instruction named "'GOOD'" is pointed out by a
light pen if there is no bad portion.

It should be noticed that, in the present case, the ini-
tial fuzzy instructions for character generation are modified
through learning process under supervision of the fuzzy in-
structions which is given to correct bad portions of a char-
acter.

5.3.2 Simulation of Learning Process

The fuzzy program to generate a character ''B" is as shown
in Fig. 15. Fig. 16 exemplifies the character ''B" generated
by the execution of this program by making use of the PROB-
Method with Reinforced Modification.

Let us now correct bad portions of the character '"B' thus
displayed. This is simply performed as follows. By applying
the fuzzy correcting instructions, the grade of membership of
the fuzzy instructions given originally can be updated so as
to generate the more correct character. This updating proce-
dure is just a learning process and its algorithm is based on
a linear reinforcement rule. On the lefthand side of Fig. 16
are shown the fuzzy correcting instructions used and Fig. 17
demonstrates the corrected character ''B" by learning correc-
tion mentioned above.

Of course, the simulation has been performed also in the
two cases of MAX-Method and PROB-Method with Simple Modifica-
tion other than PROB-Method with Reinforced Modification
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mentioned above.
NO. FUZZY INSTRUCTIONS

1 START FROM A POINT NFAKEY (=20+470),
TURN BY ABOUY (=180) DEGREES.

3 DRAW ABROUT (15n) STEPS.

4 START FROM A POINT NFAHBY ((~20,70).

5 TURN BY ARQUT (¢ 90) DEGREFS.

6 DRAW ABCUT ( 60) STEPS.

7 TURN BY ARQUT (=45) DEuURFELS,

8 DRAW ABCUT ( 30) STEPS.

9 TURN BY ARQUT (r45) DECREFS.

10 DRAW AROUT ¢ 30) STEPS.

11 TUKN BY ARPOUT (=45) DFEGRFES.

12 DHAW AEOQUT ( 30) STEPOLH.

13 TURN BY ABOUT (=45) DEGREES.

14 DRAW ARBOUT ( 60) STEPS.

15 1F THE POINY IS NOT CLUSE TO (=204=2) THEN BACK UP,
16 TUKN BY ARCUT (=~180) DEGREES.

17 DRAW ABOUT ( 60) STEPS.

18 TUKN BY ABOUY (=45) DEULREES.

19 DRAW AHBOUT ( 30) STEPS.

20 TURN BY AROUT (=4%) DEGRFES.

21 DRAW ABOUT ( 40) STEPS.

22 TURN BY ABOUT (=45) DEOREES.

23 DRAW ABQUT ( 30) STEPS.

24 TUKN BY ABCUT (=45) DEGREFS.

25 DRAW AROUT ( 60) STEPS.

26 1F THE ®SOINT IS NOT CLUSE TO (=20+=80) THEN BEACK UP.
27 END.

Figure 15 Fuzzy Instructions for Generation of "B"

Figure 16 Character
"B" Displayed Orniginally
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AGAIN NEXT v i OUTRLY  ALL s
LEARNING

ingune 17 Character
"B" Displayed agter
Learning Correction

Summarizing those simulation results, the following com-
parison can be obtained. The MAX-Method is not adequate to
generate a character written freely while the number of cor-
rection procedures is small and it can generate a character
as directed by the program. The PROB-Method with Simple Modi-
fication has a merit to be able to generate a freely-written
character excepting that it requires a large number of cor-
rection procedures and not so enough learning effect can be
expected. Contrary to the above two methods, the PROB-Method
with Reinforced Modification may seem to be the best way be-
cause it can generate a fairly free character and none the
less enough learning effect can be expected by a fairly few

correction procedures.

6. CONCLUSION

In this paper, as an abstract model of a machine for the
execution of fuzzy programs, a generalized fuzzy machine has
been formulated from which a variety of fuzzy machines have

been introduced.
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Several methods of execution of fuzzy programs have been
investigated by making use of the fuzzy machines introduced
above. It has been pointed out that there exist three ways
such as fuzzy- , probabilistic- and nondeterministic way de-
pending on the specific character of the respective fuzzy ma-
chine with repsect to the way of selecting a machine instruc-
tion to a given fuzzy instruction and the way of state transi-
tion. Thereby, a unified survey for various execution methods
of fuzzy programs can be obtained.

In addition, as some application examples using the pre-
sented methods for execution of fuzzy programs, the two simu-
lation experiments such as human driver's behavior and char-
acter generation with learning process have been discussed.

As the conclusion of this simulation, it has been found that
in case of human driver's behavior the MAX~Method is best and
in case of character generation the PROB-Method with Rein-
forced Modification is most favorable.

As a topic for further discussion, there remains an in-
vestigation of interpretation and execution methods of the
more complicated fuzzy programs by making use of the concept

of fuzzy semantics [4] as well as that of fuzzy algorithm [5].
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