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formal grammars with weights
weighted grammars

In [1] we have derived various kinds of formal
grammars with weights by incorporating the algebra
systems with formal grammar systems. There we
evaluate the weights of sentences by making an ele-
ment of the appropriate algebra (say, lattice ordered
semigroup and distributive lattice) correspond to each
rewriting rule of a formal grammar and by performing
the operations of the algebras in the case of the ap-
plication of the rewriting rules in a derivation. Among
these sorts of formal grammars with weights are the
well-known probabilistic grammars [2, 3], fuzzy
grammars [4—7], and weighted grammars [2]. For
example, probabilistic grammars are the formal gram-
mars with weights such that the values in the range
{0, 1] are adopted as the weights (or probabilities)
where, needless to say, the condition of probability is
assumed to be satisfied, and + (addition) and X (mul-
tiplication) are used as the operations. In addition,
weighted grammars can be formulated by extending
the range [0, 1] in probabilistic grammars to the set
of non-negative real numbers [0, ). A number of
researchers are engaged in the studies on these gram-
mars because these grammars have enhanced genera-
tive power.

In this paper, as a preliminary step, we shall give
some interesting examples of formal grammars with
weights in which the generative powers of languages
can be enhanced by adopting other algebra systems
such as boolean lattices and rings.

Definition. A formal grammar with weights is a system

probabilistic grammars
context-free languages

fuzzy grammars
context sensitive languages

C=(Vy V. P8, T, M, ) )
where Vi, V', and S are defined as usual [8]. Pisa
set of productions such as

(ryu—vp(r) . ()

J={r}is a set of labels. u = v is an ordinary rewriting
rule. u is a weighting function such as u:J > M. M is a
weighting space. The value u(r), r € J, represents the
weight of the application of a rule 7.

The expression

) u() BOm)
5 4 = gy — e
ry r m

will be referred to as a weighted derivation chain from
S to x by the productions ry,7,, =, r,, . In general,
there is more than one weighted derivation chain from
S tox.

Let ¥ and * be two operationst of weighting space
M, then the weight ug(x) of the generation of x in ¥}
is defined as follows by using the weighted derivation
chain of (3) and the operations ¥ and #* (see ref. [1]).

T It should be noted that the operation V is the representative
notation for a certain operation in a weighting space and
therefore does not necessarily represent the operation of
Lu.b. in lattices. The same holds for the operation =.
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uo () = VIn(r) * pry) = =+ % u(r, )1 @)

where the operation V is taken over all the weighted
derivation chains from S to x.

Let us define two kinds of languages with threshold
X\ (E M) generated by a formal grammar G with weights

as follows.
LGN = {x €V} g () >\ s)
L(G=N) = (x € Vilug () =) (6)

Now we shall give several interesting examples of
formal grammars with weights whose generative
power is enhanced by adopting an algebra such as
boolean lattices and ringsT‘

First, let the weighting space M be the boolean
lattice B.

Example 1. Consider the following formal grammar
G with weights in which all the rewriting rules are of
type 2 (or CF) form. G =(Vy, V1, P,S,J, M, 1),
where Vg ={S,4,B,C,D}, V1 ={a,b,c},and M =
B (boolean lattice) as in fig. 1. Moreover let the opera-
tion ¥V in (4) be Lu.b. in B and the operation * be A
(= g.1.b. in B). P is given as follows.

(1) S-—>A4B Xy,
(2) S§-cCD X5,
(3) A-adb I,
4y A-—ab I,
(5) B-cB I,
(6) B-c I,
(7Y C-=aC I,
B C—a I,
(9) D—-bDc I,

(10) D-bc I.

1 There exist formal grammars with weights but without en-
hanced generative power. Among these are fuzzy grammars
(see ref. [5]).

X3 X2

0
Fig. 1. Structure of M.
A string, say a2b2c2 is obtained by the following
weighted derivation chain.
X1 I 1 I 2,2 1 2,22
S > AB ~>aAbB —» aAbcB > a“b“cB > a“bc”
1 3 N 4 6
where the underbar in the intermediate strings repre-
sents the location where the next rule was applied.
The weight of the generation of a’b?¢? by this deriva-
tion is given as follows.

xlAI/\IAI/\I=x1.

Similarly, for the same string a2b2¢2, the following
derivation is also possible.

X2 1 1 7 2 I 2,2 2
S = CD = aCD — aCbDc —~ a“bDc —~ a“b“c” .
2 7 9 8 10

In this case we have x, . Furthermore we can also
give the different weighted derivation chains of a2p2c2,
all of whose weights are shown to be x, or x5.

Hence the weight of the generation of a2b2¢2 by
this grammar G is given from (4) as follows.

/.LG(a2b2c2) =x,Vx,=1.

Continuing in this manner we can obtain the weight
U (x) for each terminal string x € V1. Let {(x, uc(x))}
be a set of ordered pairs of x (€ V1) and its weight
g (x). Hence, for this grammar G, {(x, ug(x))} is
given as follows.

{(x, g N} = {@'bic!, Dli= 1}
U @b’ x)lij=1,i#j}
U{(@'p/c! x)iij=>1,i#/}.
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Therefore we have from (5) and (6)
L(G,x)=L(G,x,) = L(G,=,1) = {a'beli= 11 .(7)

It is noted that the languages generated by this
grammar G on B are CS languages though G contains
CF rules only.

Example 2. Assume that G is a formal grammar
with weights which consists of type 3 rules as follows.
Let M = Z (set of integers) and let the operation V in
(4) be replaced by X (multiplication) and * by + (ad-
dition); M thus forms a ring. Productions are given by
the following.

(1) S-—aS +1,
2) S-ad 11,
(3) A-b4 -1,
49 A-b -1,

A string, say, a3b? can be generated by the fol-
lowing derivation chain.
+1 +1
S ->aS > a2S - a3A - a3bA - a3b2
1 1 2 3 4
In this case the weight of 232 by this derivation
chain is givenas 1 (=+ 1+ 1+ 1 —1— 1). As
there exists no other derivation chain for 2352, the
weight u;(a3b?) of a3b2 by this grammar G is 1. In
general we have

CNNEMERCENE TN ES

Therefore the languages with threshold A = 0 (€ Z)
can be represented by (5) and (6) as follows.

L(G,0)={a™p" \m>n> 1}, (8)
L(G,=,0)={a"b"In>1} . )

Note that L(G, 0) and L(G, =, 0) are all CF lan-
guages in spite of the grammar G with type 3 rules
only.

Example 3. In the above example let M be the
cartesian product of Z (= set of integers), i.e. M =Z X
Z, and for each (a, b), (¢,d) € Z X Z let us define the

operations X and + in M as
(@,b)X(c,d)=(@Xc,bXd),
(@b +(c,d)=(a+c,btd).

Then M = Z X Z forms a ring. Moreover let us define
the order relation > over M (= Z X Z) as follows.
(@a,b)>(c,d) iff a>c and b>d.

Productions are

(1) S-=aS (+1,-1),
(2) S—ad (+1,-1),
(3) A-b4d  (=1,+1),
(4) A-b  (=1,+1).

Then a string @3b? is defined as

@1~ +L-1) 4 (+1,~1)
S ——>aS —>a°S ——
1 1 2
-1,+1) (—1,+1)
a7 8 3p2

A ——a
4

As there is no other derivation of @352, the weight of
a3b? is uG(a3b2) =(1, —1). Continuing in this manner
we see that {(x, ug(x))} is

{@'?, (i~j,j—)li,j=1}

From (5) we have the language with A =(—1, —1) as
follows.

LG, (~1,-1))={a"p"In>1} . (10)

Note: From the definition of language of eq. (5)
which is the most orthodox definition of language
with threshold (or cut point) (cf. [9]), we cannot ob-
tain the language {a”h"|n = 1} from Example 3 [see
(8)] but we can get the language {¢"b"|n > 1} from
Example 4 [see (10)].

Next we shall construct the grammar with weights
consisting of type 3 rules which can generate CS lan-
guages in the same way as Example 2 and 3.



M. Mizumoto et al., Examples of formal grammars with weights 77

Example 4. Let G be the type 3 formal grammar
with weights as G = (Vy, V1, P, S,J,M, p). The
weighting space M and the operations X, + are defined
in the same manner as in Example 3. Let P be

defined as

M

iff a>eb>fc>g,andd>h.

(1) S-aS (1,0),
@) S-ad (1,0),

(B) A-bd (-1,1),
4 A-bB (-1,1),
(5) B-cB (0,-1),
6) B-c  (0,-1).

Productions are given as follows.

Then the derivation chain of a string, say, albc is
1,00 (1,0 (-LD 0,-1)
S~—aS ——>2 a24 -—*4 a2bB —+6 a*be .
1

It is shown that there is no other derivation chain for
a2bc. Therefore we see that

B (@2be) = (1,00 +(1,0) + (—~1,1) +(0,—1) = (1,0) .
In general we have
{@blck, (i1, i~k i, k= 1}
Hence let A be (0,0) €M, then from (5) and (6)
L(G, (0,00 ={a™b"cPlm>n>p=1}, ¢5))
L(G,=,(0,0)) ={a"b"c"in=1}. (12)
Note that the above languages are all CS languages.
Example 5. In Example 4 let M be the set of 2 X 2
matrices whose elements are integers (€ Z). For each

a, b, -, h €Z let us define the operations X and + on
M as

a b x| f]=[a><e be]
¢ d g h ¢cXg dXhj’

a b]+[e f]=[a+e b+f]
c d g h ctg dthy’

Then M forms a ring. The order relation > over M is

(1) S-aS _11 8],
@ S-ad 711 g],
(3) A-bd ‘11 _11]
(4 A-bB ‘11 _11]
(5) B-cB Lg “11]
6) B-c :8 —11]_

For example, a string a2bc is obtained by the following
derivation chain which is the only derivation chain for

a’be.
1 0 1 0 -1 1 0 -
-1 0 -1 0 2 1 — 3 0 1 2
S 0SS ~—> g“4 " a°bB — a“bc.
1 2 4 6

Therefore we have

,uG(azbc)=[Wl1 g]+[jl 8]

In general {(x, ug(x))} is obtained as follows.

{(aibfck, [_z’i_fl_) _](.j—_kk)]>|i,j,k > 1}.
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Therefore from (5) the language L(G,A) with A =
[:} :i ] € M is given as

L(G, [‘i j D ={a"p"c"n>=1}.

As mentioned above, we have seen that from
several simple examples the generative powers of
formal grammars with weights can be enhanced by
incorporating the algebra systems with formal gram-
mar systems.

More detailed studies on the properties of formal
grammars with weights in which the weighting space
is restricted to a particular algebra such as distributive
lattices, more closely, the representative boolean lat-
tice as given in fig. 1 will be presented in subsequent
papers.
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